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ABSTRACT With the recent spread of digital content, patterns of media viewing have changed. This is
especially true for programs formerly watched on TV but are now increasingly viewed through online
videos. As more and more people watch online videos, the market for online video advertising is increasing.
Including online video advertising, online advertising can be effective if advertisers and online service
providers attract as many viewers as possible. In particular, service providers try to maximize their profits by
efficiently selling advertising inventory, which indicates the volume of space available for advertisements.
However, most of today’s service providers use simple statistical applications to predict advertising inventory
that leads to relatively inaccurate predictions. Therefore, this study aims to develop a model capable of
accurately predicting advertising inventory and then validate the model. This study in predicting online
video advertising inventory is based on using deep learning to analyze the raw data of online video
channels and then comparing the results of these predictions with actual inventory, other results of machine
learning techniques, and work-site method results. Using these techniques and approaches, future advertising
inventory can be more accurately predicted. In addition, detailed strategies for the practice of online video
advertising are suggested.

INDEX TERMS Advertising inventory, online video advertising, TV programs, deep learning, prediction.

I. INTRODUCTION
Due to the recent expansion of digital content, patterns of
media viewing have changed. Although the ratings for TV
viewership, the most traditional medium, have dropped sig-
nificantly, the number of viewers of online videos based
on various media has increased [1]. The number of total
active users on YouTube per month is two billion [2], and
they collectedly watch 1 billion hours of online videos per
day [3]. This rapid growth and spread of online content have
spurred changes in digital media that extend even to associ-
ated advertising [4]. Online advertisements have become the
dominant medium in most countries, including U.K, China,
and Canada, and U.S., a latecomer to the rising tide of
online advertising but recently accounted for 54.2% of total
adverting spending. Global spending on online advertising
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will increase to $435.83 billion by 2021, which means that
online advertising will account for nearly half of the global
advertising market for the first time [5].

Online advertising conveys marketing messages to users
via the Internet and it can deliver relevant messages to tar-
geted consumers by analyzing website traffic [6]. Because
people are now watching programs on various media they
used to watch on TV, viewers have become interested in
the online advertisements accompanying them. Online video
advertising provided together with online video contents is
classified into pre-roll, mid-roll, and post-roll according to
placements [7]. Even though advertisers and online video
service providers, the key operators of the online video adver-
tising market, are connected, at the same time they share
different goals. Advertisers want to reach as many people as
possible, but the main goal of service providers is to max-
imize profits by efficiently selling advertising space. Here,
the amount of advertising space available to sell to advertisers
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is called advertising inventory [8]. To satisfy both advertisers
and service providers, it is important not only to expose
advertisements to as many people as possible but also to
sell advertising space efficiently by accurately predicting the
amount of advertising inventory available.

Advertisements provided with online video channels of
highly popular broadcasting programs are especially likely
to gain increased exposure. Therefore, in their decisions to
buy effective advertising space, advertisers must consider the
popularity of any associated online video channels. Inmaking
their decisions, advertisers want to know howmuch exposure
their advertising will get on specific channels. In response,
advertising service providers predict and sell their advertising
inventory based on online video channels. For these service
providers, an accurate prediction of advertising inventory can
increase revenue and profit [9]. In other words, increased rev-
enue depends heavily on accurate predictions of advertising
inventory.

According to the results of interviewing the Google adver-
tising manager who is in charge of online advertising [10],
the major service providers of online advertising usually cal-
culate their final inventory predictions by averaging inventory
of a channel over the past several months and analyzing
seasonal trends. Currently, most service providers predict
their inventory by using simple statistical applications which
leads to relatively inaccurate predictions. Because they recog-
nize that their predictions are unreliable, providers generally
sell less amount of advertising inventory than the expected
advertising inventory in order to lower risks. Therefore, more
accurate cutting-edge analytical techniques are needed to pre-
dict advertising inventory from past data. The analytical tech-
niques allow deriving superior insights from advancements
in data (Gupta et al., 2020). The recent online advertising
field tends to use programmatic advertising as a new mar-
keting technique applied to emerging technologies [11], [12].
Programmatic advertising has higher accuracy than the tra-
ditional model as it examines large amounts of data via the
recently developed novel technique [12]–[15]. Ultimately,
accurate predictions of advertising inventory by this advanced
approach can benefit both advertisers and service providers.

The exposure of advertisements and the prediction of
advertising inventory are important in online advertising.
However, most previous studies have been about the effec-
tiveness and impact of online advertising [16]–[21] and the
motivation of behaviors toward online advertising [22], [23].
Rarely researchers have undertaken studies on the prediction
of online advertising inventory by analyzing online video
channels in terms of maximizing the effects of advertising.
Therefore, this study is to develop amodel to predict advertis-
ing inventory (i.e., the amount of advertising space available
to sell to advertisers) based on online video channels and to
suggest detailed strategies for the execution of online adver-
tising. First, we analyzed 735,223 hours of data on advertising
inventory from 36 channels and then developed the prediction
model by applying a deep learning method. After developing
the model, we evaluated its results with actual data. Finally,

we compared the predicted inventory results with the results
of other machine learning techniques and work-site meth-
ods. This overall approach will allow us to predict future
advertising inventory for each online video channel and to
suggest detailed strategies for advertising execution. This
study is significant because our development of an online
advertising inventory prediction model is through the use of
a deep learning technique. In practice, it is meaningful in
that it predicts TV program-based advertising inventory in
online advertising and suggests strategies and plans for online
advertising execution.

II. CONCEPTUAL BACKGROUND
A. ONLINE ADVERTISING
The widespread adoption of digital media means we have
left an age dominated by the four traditional media types—
TV, radio, newspapers, and magazines—and stepped into
a new age of online digital content increasingly accessed
via mobile devices [24]. Global expenditure on media con-
tinues to increase, and online advertising is currently the
fastest-growing category [25]. The advertising market is also
changing, driven especially by the shift in content from
traditional media such as TV to the online environment.
Online advertising, also called Internet advertising and dig-
ital advertising, provides advertising that uses Internet tech-
nologies [26]. Online videos, especially, facilitates people to
efficiently absorb content with little effort. Therefore, online
videos can be a dominant online advertising category among
various online advertising categories.

Fig. 1 shows the process of online video advertising and
traditional TV advertising. The advertising market is classi-
fied into advertisers and media, and the types of media have
diversified since the advent of online advertising (i.e., online
video advertising). In Fig. 1, the media on TV advertising
represent the advertising space for TV, and themedia at online
video advertising represent the advertising space available
on online video channels. Traditional TV advertisers and
online video advertisers choose and buy advertising space
through requests to their advertising agencies, a practice that
has not changed. However, as the form of advertising has
changed, the tasks of service providers have also changed.
First, in traditional TV advertising, broadcasters ormedia rep-
resentatives sell TV advertising slots to advertising agencies
(advertisers). Here, the unit of advertising sales is the number
of slots between TV programs. On the other hand, in online
video advertising, service providers such as YouTube sell
online advertising inventory to advertising agencies (advertis-
ers) instead of to the content provider (i.e., broadcaster). The
advertising sales unit is the amount of inventory in the content
or channel. Therefore, it is important for service providers
to sell this inventory effectively. In other words, they try to
enhance their profits by selling advertising inventory based
on accurate predictions of availability.

Online video is used and considered as an effective and
popular form of advertising media [28]. ADvendio has
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FIGURE 1. Process of traditional TV advertising and online video advertising.

predicted that spending on online video advertising will
increase to $13.43 billion, constituting nearly two-thirds of
nonsocial display advertising spending [27]. As consump-
tion of online videos and online video advertising increases,
the ability of advertising service providers to increase their
profits hinges on accurate predictions of their online inven-
tory. Our research in this study relies on deep learning tech-
niques to arrive at a more accurate predictive technique to
replace the use of simple statistical applications that are rarely
reliable. We used the latest analytical approaches to develop
an advertising inventory predictive model that is based on a
deep learning technique that is used for predictive analysis
in various fields. We then verified its predictive power by
comparing its results with those of other machine learning
techniques.

B. LITERATURE REVIEW
As interest and investment in online advertising increase,
academic interest in this area also increases. Most of the pre-
vious studies on online advertising focused on the effects of
online advertising and its motivations [16], [20], [21]. None
was concerned with advertising inventory prediction, which
is one main issue in the advertising market. Xiang et al. [29]
conducted a study that proposed an advertising system using
textual information and visual content to connect and provide
advertisements most appropriate for online video. However,
this study relied on an experimental method and did not use
actual user data and predicted advertisements based on digital
content [29].

Besides, prediction-related studies have been con-
ducted in various fields such as broadcasting, televi-
sion advertising, box offices, fashion retail, and traffic

TABLE 1. Previous studies related to the prediction.

flow [30]–[35]. Table 1 shows the previous studies on predic-
tion. Qu et al. [35] used a deep learning algorithm based on
historical traffic data to predict daily long-term traffic flow.
They adopted a deep neural network approach to forecast
traffic flow and then evaluated its performance by using the
mean absolute percentage error (MAPE) and charts [35].
Hwang et al. [28] applied classification-based machine learn-
ing techniques to predict customer revisits in the context of
airline service [36]. Liu, Y., and Xie, T. [32] predicted box
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office performances of films by contrasting nine econometric
and machine learning algorithms. The results showcased
the advantage of machine learning algorithms in detecting
irregular patterns, such as content performance forecast-
ing [32]. Loureiro et al. [33] predicted fashion product sales
by using five deep neural network algorithms and evaluated
the performance of each algorithm. The results illustrate that
a deep neural network yield excellent results for evaluative
indicators (i.e., R2, RMSE, MAPE, MAE, and MSE) [33].
Danaher et al. [23] and Napoli [26] used econometric and

exploratory analysis to predict television ratings. Both studies
explained the importance of TV in the advertising market
and the prediction of TV ratings. The study by Danaher et al.
especially demonstrated the financial impact of improved
forecasts of TV ratings on the television industry [31].
Bollapragada et al. [30] proposed a predictive system for
advertising demand to support a broadcaster’s sales of on-air
advertising inventory. The system adopted a combination of
the Delphi method and the Grass Roots approach to esti-
mate demand for commercial television time [30]. In these
various fields, prediction related studies using forecasting
models of deep neural networks were carried out. With the
recent increase in investment in online advertising, accurately
predicting the amount of advertising space that can be sold to
advertisers has now become crucial. Research in this field,
however, has not yet been conducted. Therefore, we used
actual user data to predict advertising inventory based on
online video channels and based on these results, proceeded
to suggest a detailed strategy for the execution of online video
advertising.

III. RESEARCH CONTEXT
For our study, we collected data on online TV channels
with the help of S Service,1 a pseudonym for South Korea’s
representative online video service. It provides online video
services, such as broadcasting content, by establishing part-
nerships withmajor broadcasting companies. TV clips related
to broadcasting programs account for 90% of its whole online
video services. Each TV program has its own online TV chan-
nel and the playlist consists by the order of episodes. Approxi-
mately the five-minute TV clip consists of broadcasted video
highlights and an online-exclusive video related to the TV
program (see Fig. 2). The online-exclusive videos include
backstage videos, interview videos, and no good (NG) videos.
The highlights are edited, uploaded, and played for about five
minutes, with actual run-time determined by the length of the
TV broadcast.

S Service mainly sells online video advertisements to
specific channels based on content targeting. It is similar
to YouTube’s reservation advertising [37], which predicts
next month’s inventory for each channel and then sells
video advertising inventory equal to the predicted amount.

1For reasons of confidentiality, we will refer to this Korean video service
by the pseudonym of S-service.

FIGURE 2. Relationship between a TV program and a channel.

S Service executive said in an interview that the issues of
next month’s TV programs (e.g., cancellations, guests, big
events, etc.) are reviewed based on an average of the chan-
nel inventory over the last three months to determine the
final inventory prediction. To ensure the stability of the sales
environment, however, sales and marketing were conducted
conservatively by pursuing sales of only 50% of the pre-
dicted amount. The reason for this conservatism is that each
channel carries a cost per mile (CPM) unit price auction
in an advertiser unit that is based on the predicted amount,
and the number of winning advertising impressions must be
guaranteed. Therefore, the advertising system determines the
exposure of the winning advertising campaign by calculating
its target amount per minute.

We collected from S Service the hourly data on advertising
inventory by time zone from January 2017 to July 2019 for
50 channels with the highest inventory. From the 50, we used
36 channels for analysis after excluding channels that have
not yet been released for three months and those that have
had problems such as cancellation. The final number of
extracted raw data cases was 735,223. Of the 36 chan-
nels, seven channels (19.4%) were opened after January
1, 2017. By genre, the highest number of channels was
19 (52.8%) entertainment channels, followed by 9 refine-
ment channels (25.0%), 4 music channels (11.1%), and
4 news channels (11.1%). As of July 2019, there were
26 on-air channels (72.2%), seven online-exclusive chan-
nels (19.4%), and three closed channels (8.3%) according
to the TV broadcast report. Fig. 3 shows the histogram of
monthly inventory distribution by TV programs. The basic
inventory statistics for the 36 programs in June 2019 were
mean, 2,704,594; medium, 1,005,526; standard devia-
tion (S.D), 3,186,916; minimum, 126,164; and maximum,
11,690,438 impressions.

FIGURE 3. Advertising inventory of channels (TV programs).
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IV. METHODOLOGY
This study uses the Long Short-Term Memory Networks
(LSTM), which is a deep learning algorithm, to predict video
advertising inventory by channel. The inventory for 36 chan-
nels in July 2019 was predicted, and the predicted value was
estimated by a statistical method. We compared the values
of predictions through LSTM with three other results; values
predicted by S service, values predicted by other machine
learning methods, and actual advertising inventory values.

A. LSTM ANALYSIS
LSTM analysis is a form of recurrent neural network (RNN)
that allows the discovery of long-term dependencies in tem-
poral data [38]. The RNN has the characteristic of effectively
analyzing time-series information because the hidden layer
value for the existing input stored inside the neural network
is considered at the output of the next input value [39]. How-
ever, RNN has a structure that depends on past observations,
so there is the problem of a vanishing gradient or a very
large or exploding gradient [40]. Consequently, LSTM is
suggested as an alternative to RNN because the RNN has a
long bias and its sequence may be inefficient. Because online
video advertising inventory is characterized by its time series
dependency (i.e., future online video advertising inventory is
influenced by past online advertising inventory), the LSTM
technique is appropriate for the prediction.

The LSTM method uses a gate designed to accumulate
information for a long time or forget previous information
by replacing an internal node with a form called a memory
cell [32], [33]. Each LSTM block consists of a memory
cell, an input gate, a forget gate, and an output gate. Inside
the LSTM, the information to be reflected in the memory
device is determined through the input, forget, and output
gates [42]. The output vector is recursively transited inside
the LSTM. In this study, the output vector value corresponds
to the advertising inventory for the next month.

B. RESEARCH PROCEDURE
The analytical procedure of this study is diagrammed,
as in Fig. 4. (1) We collected hourly data on the advertising
inventory data of 36 channels by time zone, and (2) min-max
normalized the collected data. Input sequences were adjusted
to the 0-1 range because overflows can be avoided in the
calculation of LSTM through normalization [42]. (3) Nor-
malized data were split into training data and test data from
January 2017 to June 2019 and test data to July 2019. The
predictive model, which was constructed through training
data, was used to predict the hourly inventory for four weeks
from July 1 to July 31, 2019. We also appended columns in
time reverse order (t-1, t-2, · · · t-744) as variables. The LSTM
analysis in Python’s Keras package was used for the analysis.

The goal of the LSTM analysis was to select an optimal
model because the performance of the model depends on the

2The source code is available at https://github.com/sundonam/Prediction-
of-Online-Video-Advertising-Inventory-Based-on-TV-Programs

FIGURE 4. Research procedure2.

hyperparameter setting. (4) Various models are available for
this optimal selection, and we applied k-fold cross-validation.
This is a method of equally dividing the training data into k,
using k-1 of the equally divided training data for training,
and verifying the performance of the model using the remain-
ing one data. The verification process is performed k times
because there is verification data equal to as many times
as the number is equally divided [43]. We applied 10-fold
cross-validation to change the hyperparameter while deter-
mining themodel with the lowest average of root mean square
error (RMSE)—as calculated by k-fold cross-validation, but
kept the data in temporal order (it called walk-forward vali-
dation test [44])—as the optimal model. Notably, we tested
sigmoid, tanh, and rectified linear unit (ReLU) as the activa-
tion functions in the hidden layer. Next, root means square
propagation (RMSProp), gradient descent (SGD), and adap-
tive moment estimation (ADAM) were tested as optimizers.
This study adopted the mean absolute error (MAE) as the
loss function to be minimized [45]. Among the suggested
hyperparameter values, we decided on the hyperparameter
values as shown in Table 2.

(5) The selected model was used to derive the predictions
(24h × 31d = 744) by time zone from July 1 to July 31,
2019, for each channel. Because the derived predictions were
normalized, we predicted the advertising inventory by count-
ing backward from the normalized values. The developed
advertising inventory prediction model is presented in Fig. 5.
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TABLE 2. Hyper-parameters for the proposed model.

FIGURE 5. The architecture of the developed model [42].

cjt is hourly data on the advertising inventory of trained data
for channel j.σ and

⊙
are, respectively, a sigmoid function

and element-wise multiplication. ht is the output vector of the
hidden layer at time t. b denotes the bias, and w denotes the
weight matrix. (6) Finally, we evaluated the predictive results
of each model.

C. EVALUATION
We used Mean Absolute Error (MAE), Mean Absolute
Percentage Error (MAPE), and Root Mean Square Devia-
tion (RMSE) to evaluate the model. We also analyzed and
compared XGBoost and Random Forest, which are the other
machine learning techniques, in order to verify the relative
superiority of the model [46], [47]. The accuracy of the
model is estimated in terms of the error sum, which is the
difference between the predicted value and the actual value.
The predictive model derives the estimated value Y for the
dependent variable; the distance, as calculated by the absolute
value, between the two values is defined as an error. Through
this process, MAE can be derived. A lower MAE, MAPE,
and RMSE value indicates higher accuracy in the prediction
model.

Input: Hourly data on advertising inventory of trained data
for channels, cjt (j = 1, 2, 3, · · ·, 36)
Output: Hourly data on advertising inventory of test data
(24 hours·31 days = 744)
1) WHILE the current RMSE is lower than the last RMSE

DO
FOR append columns in time reverse order (t-1, t-2,
· · · t-744) for each channel j
min-max standardized for advertising inventory data
[Range: 0∼1]

FOR the transition function of LSTM equations (1)-(6)
(1) ft = σ

(
Wf · [ht−1,Cit ]+ bf

)
(2) it = σ (Wi · [ht−1,Cit ]+ bi)
(3) g̃t = tanh (Wr · [ht−1,wt ]+ br )
(4) gt = ft � gt−1 + it � g̃t
(5) ot = σ (Wo · [ht−1,Cit ]+ b0)
(6) ht = ot � tanh (gt)
FOR find the optimal combination of hyperparameter for

each channel j
train the predictive model on 9 folds and compute
predictions for the remaining fold
calculate the RMSE between the predictive models
store the combination of hyperparameters that result
in the best RMSE score.

2) FOR LSTM algorithm execution based on optimal
hyperparameter for each channel j
Calculate the RMSE, MAPE, and MAE for each
channel j
Predict the advertising inventory by counting the
normalized values backward
Generate the plot charts between actual and predicted
data

V. RESULTS
A. DEVELOPED LSTM MODEL RESULTS
The results of the predicted advertising inventory for each
channel based on the developed LSTM model are shown
in Table 3. Its alignment was based on MAE, which was
the sum of the differences between the predicted and actual
inventory. In the prediction results of 36 channels in each
time zone, the scope was shown as follows: MAE between
43.33 ∼ 6,450.03, MAPE between 17.2 ∼ 79.28, and RMSE
between 57.97 ∼ 15,170.56. Here, the results of the evalu-
ation indexes have such a wide scope because the relative
error size naturally grows proportionately to the inventory
size, which is the predicted dependent variable. Specifically,
the mean evaluation results of the 36 channels could be
considered a bit higher than the figure reached in the existing
prediction-related research. This occurs because this study
had numerous over-forecasts in which the predicted value of
the advertising inventory of the channels in each time zone
substantially exceeded the actual value [48].

Using LSTM, the predictive model developed in this study
predicted satisfactory values of advertising inventory when
compared to the corresponding actual advertising inventory
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TABLE 3. Evaluation results of the developed LSTM model.

values. However, the predictions were inaccurate with music
(i.e., ‘‘The Show,’’ ‘‘M COUNTDOWN’’) and entertainment
news (i.e., ‘‘Cool Pick,’’ ‘‘Amazing News’’).

B. COMPARISON WITH OTHER MODELS
To further validate the proposed method, we conducted an
evaluation that compared the predicted results of XGBoost
and Random Forest which are machine learning techniques.
Since the machine learning algorithms are a type of super-
vised learning, it was necessary to change the data into a
form of features and labels. Thus, we shifted each data set as
a feature data and label. Known for their accurate forecasts,
these techniques are ensemble models that predict time-series
data [49]. We used the same period of data from the LSTM
model to use with these machine learning models. Accord-
ingly, we used 5-fold cross-validation to find an optimized
hyper-parameter for each model. Selected main parameters
for XGBoost were learning rate = 0.05, max depth = 5, and
number of estimators= 300, whereas those for Random For-
est were number of tress= 100, max depth of the tree= 100.
The results of these comparisons are shown in Table 4. In the

case of XGBoost, the range of result values for MAE were
345.95 ∼ 34,211.70; MAPE,34.78 ∼ 951.25; and RMSE,
557.77 ∼ 51,454.27 impressions. In the case of Random
Forest, the range of result values for MAE were 532.45 ∼
45,596.01; MAPE, 52.89 ∼ 1,687.39; and RMSE, 804.54 ∼
73,315.64 impressions. Compared with other machine learn-
ing algorithms, the LSTM showed lower figures for MAE,
MAPE, andRMSE. In other words, the LSTMperformed best
in predicting advertising inventory.

C. MONETARY VALUE COMPARISON
By using the actual advertising inventory amount, we com-
pared the monetary values of the LSTM-based predictions
and the current work-site predictions based on a statistical
approach. There could be two cases in the sales of online
advertising inventory: undersell (prediction < actual adver-
tising inventory) and oversell (prediction> actual advertising
inventory). Undersell is when additional sales cannot bemade
because the actual inventory is larger than the ad sales based
on predicted inventory. Oversell is a case of non-compliance
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TABLE 4. Analytical algorithm comparisons.

with an advertiser because the actual inventory is smaller than
the ad sales based on the predicted inventory.

In case of undersell (i.e., the predicted amount is smaller
than the actual inventory), S-service may lose the opportunity
of selling more online advertising inventory space. Thus,
opportunity cost is incurred in the undersell case. In case of
oversell (i.e., the predicted amount is larger than the actual
inventory), S-service must compensate the advertiser with a
penalty of twice the original amount for unexposed advertise-
ments. Thus, penalty cost is incurred in the oversell case.

Table 5 summarizes the actual inventory, the LSTM based
prediction, and the work-site based prediction for each chan-
nel. We then calculated the sales amount based on the online
advertising inventory with the consideration of average CPM
price (US$15). We also calculated the opportunity cost and
penalty cost for each channel.

We first estimated and compared opportunity and penalty
costs between the LSTM approach and the work-site
approach in Table 5. As for penalty costs ((prediction inven-
tory – actual inventory) ∗ CPM ∗ 2), they were incurred only
by 2 channels ($6,527.40) out of 36 channels using the LSTM
approach. In the case of the work-site approach, penalty costs
were incurred by 21 channels ($206,546.94).

As for opportunity costs ((actual inventory -prediction
inventory) ∗ CPM), they were incurred by 34 channels
($161,849.31) using the LSTM approach. In the case of
the work-site approach, opportunity costs are incurred by
15 channels ($280,122,15). We could then calculate total
cost based on the combination of opportunity cost and

penalty cost. The total cost for the LSTM approach was
$168,376.71 while that for the work-site approach was
$486,669.09.

We then estimated Total Sales and Expected Value for
the LSTM approach and work-site approach respectively.
The total sales acquired through the LSTM prediction
for 36 channels was $1,045,013.07(Prediction inventory
∗ CPM), the total opportunity cost $161,849.31, and the
total penalty cost $6,527.40. As a result, the expected
value that can be obtained from the LSTM model was
$876,636.36(Total Sales-Total Cost). Whereas the total sales
acquired through the work-site prediction was $1,026,750.00,
the opportunity cost was $280,122.15, and the penalty cost
was $206,546.94. Therefore, the expected value that can be
obtained from the work-site was $540,080.91. The difference
between the expected values of the LSTM approach and
the work-site was $336,555.45 regarding the 36 channels
for a duration of one month. Which means, the proposed
LSM-based prediction method was more effective in gener-
ating revenue and increasing profit compared to the current
work-site approach.

VI. DISCUSSION AND IMPLICATIONS
A. DISCUSSION OF FINDINGS
This study was about the prediction of advertising inventory
for TV program-based online video channels.We used LSTM
as a deep learning technique to predict advertising inventory
for online video channels. In particular, we used the LSTM
to predict online video advertising inventory based on real
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TABLE 5. Comparison of monthly predictions (US$15 for CPM).

user data, compared our results with other machine learning
methods (i.e., XGBoost and Random Forest), and confirmed
the superior performance of LSTM by comparing it with val-
ues predicted by the actual work-site provider of real online
video and advertising services. Overall, the results of the
advertising inventory predictions gained by using the LSTM
of deep-learning algorithms were better than others. Based on
the numbers we used for comparisons, this additional value
could reach about $336,000 a month, illustrating the potential
practical value of a more accurate predictive model.

Based on qualitative interpretation of the proposed method
(see 5.4), we could discern additional insights that were not
available in the test results of the model. For the online
video channels currently broadcasting on TV, the advertising
inventory was shown to be high during the 24 hours after
broadcasts. Meanwhile, with online channels provided in a
closed program on TV or an online-exclusive channel, adver-
tising inventories showed consistent patterns, increasing at
certain times and then reverting to their original patterns.
Interpretation of these patterns is, in the case of the channels
currently broadcasting on TV, that viewers who watched a
specific program on TVmight search and watch relevant pro-
grams on its online channel. In other words, they additionally
search and watch the relevant online channel at the time the
preferred program was also being broadcasted on TV. On the
other hand, with closed channels on TV or online-exclusive
channels, because they are not currently broadcasting on TV,

there is no relation to a TV broadcast time, which leads to an
interpretation that the online channel is watched a lot during
a specific time period such as a weekend.

However, in the case of music programs (i.e., ‘‘The Show,’’
‘‘M COUNTDOWN’’) and entertainment news (i.e., ‘‘Cool
Pick,’’ ‘‘Amazing News’’), the accuracy of the predicted
advertising inventory was unsatisfactory. This could be inter-
preted that in the case of such music and entertainment
news programs, the views of online channel for the pro-
gram increase more when a popular guest shows up. Another
possible interpretation is that the viewers for these channels
are more sensitive than others to broadcasting schedules and
program cancellations. Based on the results of our study,
we can suggest guidelines and strategies for the execution of
online channel-based video advertising.

Moreover, as a result of our study, we have added to the
literature in the online advertising field by showing the effi-
cacy of applying deep learning techniques to the prediction
of online advertising inventory.

B. LIMITATIONS AND FUTURE RESEARCH
The limitations of this study and future research directions are
as follows. First, this study predicted the inventory per time
period in a program unit. In future studies, this utilization
can be enhanced by predicting in units of minutes of the
unit. Second, because we limited the scope to online video
channels related to TV programs, future research can extend
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the scope to multichannel networks (MCNs) [50]. In other
words, more and more channels are gaining popularity as
various online content is created; similarly, TV programs
based on online content distributed through online platforms
such as YouTube are proliferating. In this study, the location
where a program was aired had an impact on the prediction
results. But expanding research to MCNs could engender
characteristics unlike those in this study and thus require
differentiated advertising execution strategies for each online
video channel. Third, the predictive power of LSTM with
deep learning techniques has been improved through the
development of ensemble or hybrid models in combination
with other algorithms [40] and has the potential to further
improve predictions of advertising inventory in future studies.
Especially, a deep transformer model was developed to more
effectively predict time series data [51]. This method operates
by leveraging the self-attention process to learn a complex
pattern of time series data. Further studies should consider
this method to predict online video advertising inventory.

C. IMPLICATIONS FOR RESEARCH AND PRACTICE
As watching online videos has recently increased, the interest
and investment in online advertising are also on the rise.
This is a phenomenon that is expanding from traditional
advertising in TV, radio, and newspaper to online advertising.
Followingly, the prediction of online advertising inventory is
also increasingly significant. In other words, the accurate pre-
diction of vendable advertising space can lead tomore profits.
Thus, this study, predicted online advertising inventory using
deep learning based on users’ log data and verified it. This
study has several implications for research and practice.

First, we developed a method to use deep learning tech-
niques to predict online video advertising inventory. Our
usage of these techniques reflects the recent increase in inter-
est in the use of big data, machine learning, and artificial
intelligence (AI) in various fields, especially in online adver-
tising and marketing [52], [53]. The analytical methods that
learn from past data are relevant for marketing because they
facilitate intelligent business practice [38]. Programmatic
advertising based on data analysis has been in the spotlight
of online advertising, which is used as a core technology for
inventory prediction [54]. Inventory prediction is considered
an important issue in the advertisingmarket and related fields.
The more accurate the delivery of inventory predictions,
the more clearly advertisers can present their advertising
strategies that ultimately result in the maximization of media
companies’ advertising revenue. According to an interview
with themanager of a service provider, most service providers
use simple statistical applications with acknowledged insuffi-
cient accuracy. They continue to use these poorly performing
applications despite their belief that accurate prediction of
advertising inventory is the key to increased profits. Besides,
even though the prediction of advertising inventory in the
advertising market is important, no study of the subject
has been made so far. There are various types of studies
about prediction in other fields, and some recent studies

have applied machine learning or deep learning techniques
to make predictions in fields such as daily long-term traf-
fic flow and film performances and sales [32], [33], [35].
Therefore, the significance of this study is the use of deep
learning techniques in the development of a highly accurate
model to predict advertising inventory as an essential part of
the trend toward programmatic online advertising based on
detailed analyses of consumer data. Therefore, the deep learn-
ing methods presented in this study hold out the promise of
superior alternatives with greatly increased predictive power.

Second, we developed an advertising predictive model
based on actual inventory data of 36 channels that could be
applied to the actual online advertising market. Additional
profits are expected as this predictive model is put into
use. Most companies, which are service providers, predict
online video advertising inventory through simple statisti-
cal applications with a low prediction rate, so they sell the
inventory by lowering the results than the predicted ones.
However, when the LSTM suggested in this research is used
to predict online video advertising inventory, the prediction
performance is high, and profits through sales are expected
to increase because the advertising inventory does not have to
be sold at lower quantities than the actual prediction results.
Using the method developed in this study to predict advertis-
ing inventory could generate additional profit. Additionally,
service providers that already predict online video advertis-
ing inventory using the hybrid model can comprehend the
differences and characteristics of prediction rate according to
genres and types of programs through the results of this study
and can consider them in selling the advertising inventory.

Third, through the results of this study, we can suggest
to practitioners of online advertising services some detailed
strategies for the execution of online video advertising. For
the prediction of the advertising inventory of online channels
based on broadcasting programs, practitioners need reliable
predictions for the broadcast time of each program and the
characteristics of each genre. Through this study, the online
video of the TV program being aired showed an increase
in inventory over the 24 hours after a program was aired.
On the other hand, in the case of an online video of a closed
program on TV or an online-exclusive channel, the inventory
was found to be increased slightly at the time of uploading
new content or on weekends. If based on the results of this
study, the advertisement is provided to an online channel that
is aired on TV, it is desirable to execute an advertisement at
the time when the relevant TV program is aired. On the other
hand, if an advertisement is provided to a closed program on
TV or an online-exclusive channel, it is better to execute an
advertisement when new content is uploaded or on weekends
when people watch online videos the most. Also, concerning
the genre of channels and especially applicable to music and
entertainment news programs, inventory predictions should
be able to encompass the potential impact of cancellations
and the presence or absence of favored performers and
celebrities.When ‘‘music’’ and ‘‘entertainment news’’ genres
are involved, the prediction of advertising inventory becomes
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more difficult because viewer ratings are highly variable in
response to which specific events, celebrities, or performers
are featured. Therefore, predictions of the advertising inven-
tories of these genres should be linked as closely as possible
to specific events, appearances, or performers.

Moreover, the model suggested in this study can be used
in media, content, and advertising companies in a variety of
ways. Media companies, which are service providers, can
predict and sell optimal online video advertising inventory
using this model. They can also establish differentiated adver-
tising inventory sales strategies according to program genres
and types based on the results of this study. Contents compa-
nies, which are broadcasting companies, can use this model to
plan distributed channels (i.e., broadcasting programs). Based
on the results, they can engage in sales differently depend-
ing on genres and types of broadcasting programs. Also,
various overseas channel contents are traded and distributed
due to the recent increase of online video views across the
world, so the suggested model in this study can also be used
for overseas content. Advertising companies can utilize the
results not only to maximize the reach but also to suggest
appropriate channels (i.e., broadcasting program) to certain
brands companies that intend to advertise their products.

Fourth, we used both internal and external feasibility stud-
ies to increase the validity of online advertising inventory
predictions. To examine internal validity, we compared the
predicted values of our developed LSTM algorithm-based
model and those of two machine learning models (i.e.,
XGBoost and Random Forest). For the external feasibility
review, we compared the predicted values of actual com-
panies that provide online video and advertising services.
In these comparisons, our LSTM algorithm-based model
with a deep learning method showed the best predictive
power.
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